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Abstract

In recent years, renewable energy sources have been installed in large numbers. Wind power in particular, a technology with very high potential, has become a significant source of energy in most power grids. However, wind power generation forecasting and scheduling remain very difficult tasks due to the uncertainty and stochastic behaviour of wind speed. This work provides a novel, powerful tool for wind power forecasting based on neural expansion analysis for time series forecasting (N-BEATS), a deep neural network approach. N-BEATS was designed as an easy-to-impliment approach to solving non-linear stochastic time series forecasting problems. Additionally, a loss function is tailored to wind power forecasting to confront the issue of forecast bias. The results are compared with established models, such as statistical and machine learning approaches as well as hybrid models, using the real-world wind power data from 15 different European countries as input. Comprehensive and accurate results are obtained during this work, showing that this methodology can easily compete with other approaches and even outperform them in terms of accuracy in most cases. Additionally, the tailored loss function reduces the error significantly. The N-BEATS architecture is further customized to deliver decomposed components such as trend and seasonality, yielding interpretable outputs. These findings constitute considerable progress and provide support for decision makers.
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1. Introduction

Since the global demand for electrical energy is growing while conventional fossil resources are being depleted, wind energy as a renewable source has developed rapidly and received global attention [1]. In recent years, wind power has been the fastest growing renewable electricity generation technology overall [2], [3]. Despite its many advantages in terms of environment and sustainability, wind power generation exhibits highly volatile behaviour [4]. Therefore, reliable forecasts for effective wind power generation at any time are required. This leads to a very high demand for improving forecasts in terms of accuracy and expanding forecast horizons. The current subject of research is the development of superior and more robust forecast models that are easy to implement. Very short-term wind power forecasting (VSTWPF) is essential for power system operation and planning. Forecast accuracy translates directly into financial performance on the energy market. All these reasons justify interest in new accurate methods for wind power forecasting, especially VSTWPF.

The core objective of this paper is to provide a novel approach to VSTWPF, focusing on wind power generation forecasting over a varying forecast horizon between 15 minutes and 12 hours based on the deep neural architecture N-BEATS\textsuperscript{1}. This approach offers numerous advantages, such as being interpretable, fast to train and applicable to a wide array of topics without further specifications being required. This method is further improved by a loss function

\textsuperscript{∗}Corresponding author
Email address: dominik.putz@siemens.com (Dominik Putz)

\textsuperscript{1}N-BEATS: a deep neural architecture based on backward and forward links with a very deep stack of dense layers for univariate time series point forecasting; https://www.elementai.com/

Preprint submitted to Renewable Energy June 21, 2021
tailored to the N-BEATS approach which elaborates on the progress beyond state of the art. Additionally, N-BEATS is implemented in a configuration that allows the interpretation of the individual forecast components. This method can also be classified as a possible meta-learning approach, which, however, will not be investigated in detail as it is outside the scope of this research.

The paper is structured as follows: Section 2 presents the state of the art regarding very short-term wind power forecasting. Section 3 describes the N-BEATS approach to VSTWPF. Section 4 reports the results of the implemented approach and provides a sensitivity analysis with a focus on different loss functions and forecast horizons. In Section 5, the results are compared with those of other state-of-the-art forecasting approaches and discussed. Finally, a conclusion is provided in Section 6.

2. State of the Art

2.1. Literature review

A recent review of literature on this topic [5] finds that wind power forecasting methods can be divided into two major groups: physical and statistical approaches. Physical methods use physical laws that govern the atmosphere behaviour and rely on extensive meteorological information to estimate the local wind speed and direction [6], [7], [8]. Statistical methods use extensive historical data and optimise model parameters in order to minimise the error between the predicted and the observed values [9]. The statistical approaches have been proven to deliver more accurate results for very short-term prediction [10], [11], as long as overfitting issues are avoided [12].

The statistical approaches can be further categorised into classical models [13], machine learning (ML) models and hybrid models. Classical models are often limited in terms of adaptability. As a result, researchers have become increasingly interested in ML algorithms. The neural networks (NN), which are excellently researched in the field of forecasting, are a prime example thereof. They offer great advantages, such as modeling nonlinear relationships, learning from data and strong parallelisation. A large variety of reliable approaches based on neural networks are shown in [1], [14], [15], [9]. However, due to the considerable success of deep learning in other applications this architecture has also been applied to the forecasting of wind power.

Deep learning includes modern NN architectures, which are composed of the combinations of fundamental structures such as multilayer perceptrons, recurrent NNs (RNNs) and convolutional NNs (CNNs). They use sophisticated mechanisms for learning and are therefore far more complex than simple neural networks. The long short-term memory (LSTM) was proposed [16] to address the problem of the vanishing or exploding gradient that occurs during the learning process of RNNs. An LSTM consists of a cell and several non-linear gates that control the information inside the cell and choose which data should be kept and propagated to the next time step. The success of LSTMs is evident, including in forecasting. It is shown that they deliver better results than ML models, such as ARIMA, support vector machine and classical NNs [17]. One reason for the big success of LSTMs is that they can be combined impressively well with other methods resulting in so-called hybrid approaches.

Currently, hybrid models are considered as the most promising approaches, further substantiated by the fact that an ES+LSTM (exponential smoothing) approach, which is a hybrid model, won the M4 competition [18], [19]. The M4 competition is the continuation of three previous ones intended to identify the most accurate forecasting method(s) for different types of predictions. Hybrid approaches for wind power prediction that deliver satisfactory results are based on LSTMs and signal decomposition [20], [21], [22]. Independently, other architectures have been proposed, such as the WaveNet architecture [23] for speech synthesis, which uses so-called dilated causal convolutions to learn the long range dependencies.

Another architecture has been introduced, based on the so-called attention mechanism developed for sequence to sequence learning [24], [25]. This approach uses encoder-decoder architectures, where the encoder (RNN) learns a representation of the input while the decoder (RNN) is trained to predict the target sequence one step at a time using the representation learned by the encoder. Inspired by the success of attention models, a so-called Transformer model has been developed [26], that removes RNNs altogether and uses attention, in combination with feed-forward NNs to achieve state-of-the-art results. In addition, this proposal has already been improved for forecasting [27] as well as for natural language processing, such as Bidirectional Encoder Representations from Transformers (BERT) [28].
2.2. Meta-learning

Meta-learning, also known as learning how to learn, has recently emerged as a potential learning paradigm that can absorb information from one task and generalise that information to unseen tasks proficiently [29], [30], [31]. This structure is helpful in real-world applications for the following reasons:

- Sufficiently large datasets may be unavailable or contain gaps with missing information.
- ML paradigms can easily be broken when trying to handle uncommon situations that humans are able to handle comfortably, leading to undesired outcomes.
- It is possible to learn something new without training the model from the beginning due to a certain degree of similarity to the base dataset.

2.3. Most promising forecast approaches

So far, a wide variety of approaches has been applied to wind power forecasting that hybridise or build upon some of the most successful classical methods and have led to the discovery of completely new areas of ML. The following state-of-the-art architectures are currently considered the most promising [32]:

- The expansion of hybrid models and further research thereof with advanced LSTMs as their core component have great potential [32]. For instance, using optimised Wavelet Transformation, feature selection, LSTM and crow search algorithm for forecasting delivers outstanding results [20], and so do similar approaches [22].
- The principle of dilated causal convolutions is used by the WaveNet architecture [23], [33]. It offers very efficient training due to the use of high parallelism. This advantage increases the WaveNet’s competitiveness against common RNN architectures.
- The attention mechanism [24] and particularly the transformer [26], where the mechanism is extended to intra- or self-attention to learn where to focus on in order to get good feature representations [27].
- Pure deep learning approaches, such as N-BEATS. It is a deep neural architecture based on backward and forward residual links and a very deep stack of fully connected layers. The architecture has a number of desirable properties, being interpretable, applicable without modification to a wide array of target domains, and fast to train. One conclusion of the M4 was that hybrid statistical models are superior, while pure ML models may offer one or two pleasant surprises but only by a small margin [34]. This was further evidenced by six of the pure ML models submitted to the competition not even meeting the competition benchmark. Nevertheless, a recent study shows that N-BEATS is capable of achieving higher forecast accuracy than the winner of the M4 competition [35].

2.4. Progress beyond state of the art

The progress of this work, which goes beyond the current state of research, is outlined in the following items:

- The N-BEATS architecture is applied on VSTWPF for the first time since the N-BEATS algorithm gained attention due to its remarkable results.
- It is one of the first attempts to model an interpretable time series forecast using deep learning methods in the field of wind power forecasting. The approach is parameterised in such a way that the individual parts of the result like trend and seasonality are interpretable while not having any noticeable impact on the forecast accuracy. Current deep learning approaches often have difficulties in providing interpretability of results. Either this possibility does not exist at all, or it is associated with an increased computational effort or a decrease in accuracy.
- A customized loss function is proposed that is well suited for the use in wind power forecasting. With the implementation of a loss function that is optimally designed for the application, a decisive advantage of deep learning can be exploited. The first-time usage of a so-called pinball sMAPE error metric in a deep learning architecture provides reliable and exceptionally accurate very short-term forecasts results in the short term.
3. Methodology

This section is structured into three parts. Firstly, in Section 3.1, the basics of the N-BEATS approach are explained. This includes the deep learning architecture and how it can be interpreted. In Section 3.2, a detailed mathematical description is provided accompanied by a new loss function for N-BEATS to tackle the forecast bias.

3.1. N-BEATS

The N-BEATS architecture itself does not rely on time-series-specific feature engineering or input scaling. Instead, it uses a small set of key principles. For instance, it does not treat forecasting as a sequence-to-sequence problem, but rather as a non-linear multivariate regression problem. This leads to the basic building block which has a fork architecture and is shown in Figure 1.

![Figure 1: The architecture has two residual branches, one running over backcast prediction of each layer and the other one is running over the forecast branch of each layer. Basically the backcast branch can be understood as sequential analysis of the input time series. The basic block uses a lookback sample as input for the stacked dense layers network with ReLu activation. This network delivers two coefficients as output Θ^b, Θ^f, which are fed into the basis layers following mapping of g^b, g^f to retrieve the forecast and backcast.](image)

The basic block has an input x_l and two output vectors \( \hat{x}_l, \hat{y}_l \) where the length of the input is a multiple of the forecast horizon. The output vectors describe the block’s forward forecast \( \hat{y} \) and the block’s best estimate which is the so-called backcast \( \hat{x} \). The backcast represents the contribution to the decomposition of the input. Thus, it learns the parameters of the context. The input of the l-th block \( x_l \) are residual outputs of the previous blocks. In particular, this network consists of fully-connected (dense) layers with a rectified linear unit (ReLU) regressor shown in Equation 1 with weights \( W_{rl}, b_{rl} \) referring to \( x \) as the input of the architecture, using residual blocks and layer superscripts (r and l respectively) and denoting the fully connected layer with weights \( W_r, l \) and bias \( b_r, l \).

\[
\hat{x}_l = Relt(x_{l-1} + b_{rl})
\]

The output is forked and fed into the basis layer network to retrieve the forecast and the backcast predictors of expansion coefficients \( \Theta^b, \Theta^f \), shown in Equation 2.

\[
\Theta^{f/b}_r = W_{rl}(h_{r,l-1})
\]

They are projected on \( g^{b/f} \) consisting of the set of basis functions \( v^{b/f}_i \) and summed up to obtain the results \( \hat{x}_l \) and \( \hat{y}_l \) shown in Equation 3 and Equation 4.

\[
\hat{x}_l = \sum_{i=1}^{dim(\Theta^b)} \Theta^b_i v^b_i
\]

\[
\hat{y}_l = \sum_{i=1}^{dim(\Theta^f)} \Theta^f_i v^f_i
\]

The residual principle is used to stack many layers together. Basically, the classical residual architecture adds the input of the stack of layers to its output before passing the result to the next stack which adds the input of the stack of layers to its output [37]. This architecture has already been extended by introducing extra connections from the output of each stack to the input of every other stack that follows it [38]. On the one hand this extension improved the...
trainability of deep neural network architectures. On the other hand they result in network structures that are difficult
to interpret. The proposed architecture was enhanced to provide interpretability, shown in Figure 2 [35]. In general
the skip connections facilitate to determine whether the intermediate layer is useful or not. In this architecture the skip
connections are modelled in a different way, to make subsequent blocks have an easier job forecasting by removing the
backcast outputs from the next block’s inputs. It is actually similar to an unrolled LSTM, where the skip connections
act like forget gates in an LSTM in order to remove information that is not needed. It passes the processed inputs to
the next block, facilitating the preparation of more accurate forecasts. At the same time, each block has a forecast
output that is added up with subsequent forecasts in the block to provide a combined forecast. It is possible to stack
hundreds of layers and residual blocks effectively using this principle.

Figure 2: The basic blocks are multi-layer fully connected networks with ReLu activation function. They provide the expansion coefficients $\Theta_{b,f}$ and are connected according doubly residual stacking architecture.

In contrast to classical approaches deep learning approaches for time series forecasting often suffer from lack if
interpretability. This is one of the most challenging obstacles when it comes to applying those approaches in practice
[39]. N-BEATS can be made interpretable by setting the functions $g^{b,f}$, that can be either learned or instead engineered
to account for different effects such as trend and seasonality. By changing the mapping functions $g^{b,f}$ for $\Theta^{b,f}$ to a trend
and seasonality form makes the stack outputs interpretable, shown in Figure 3. A typical characteristic of trend is that
most of the time it is a monotonic function, or at least a slowly varying function. In order to obtain this behaviour $g^{b,f}$
is set to be a polynomial of small degree, a function slowly varying across the forecast horizon. To model seasonality
a cyclical, recurring fluctuation is required. An intuitive choice for a cyclical function is the Fourier series.

Figure 3: Schematic example for a cyclical or monotonic functions $y(x)$ for $g^{b,f}$.

The output components of the model can be separated and analysed. By knowing the nature of each basis layer,
the user can estimate the contribution of each component, since the total global output is a simple sum of the partial
outputs of each block. Thus providing interpretability. It was observed that the impact of this change on the error is
negligible. It is similar to how the hidden state of an RNN is shared across all time steps. In addition to interpretability
and accuracy benefits, as measured on several well-known datasets, the model is very fast to train and easy to apply.

Consequently, N-BEATS uses a dense layer as a multivariate regression block with a ReLu for non-linearity, which
gets repeated many times. This architecture is actually very similar to an unrolled LSTM, where skip connections act
like forget gates in LSTM to remove unneeded information and pass the processed input to the next block, facilitating
the production of better forecasts.
3.2. Loss Function

The most used error metrics for forecasting are the mean absolute percentage error (MAPE) shown in Equation 5 and the symmetric mean absolute percentage error (sMAPE) shown in Equation 6. These were also used in the M4 competition [34].

\[
\text{MAPE} = \frac{100}{n} \sum_{t=1}^{n} \frac{|y_t - \hat{y}_t|}{|y_t|} \quad (5)
\]

\[
\text{sMAPE} = \frac{100}{n} \sum_{t=1}^{n} \frac{|y_t - \hat{y}_t|}{|y_t| + |\hat{y}_t|/2} \quad (6)
\]

Both are similar in that they normalise the absolute difference between prediction and observed values. The approach may produce more accurate results, because training, validation and performance error metric goals are identical and ideally aligned by using MAPE during training as well as for performance evaluation. Nevertheless, there occur two main issues:

- Firstly, the denominator \((y_t + \hat{y}_t)\) can become negative or even 0. In the case of wind power forecasting, 0 can occur and has to be treated separately. In brief, both nominator and denominator become 0, a case that is basically undefined.

- Secondly, the sMAPE treats over- and underprediction unequally. As an example for underprediction, if the observed value is 100 and the predicted value 90, then the sMAPE delivers 5.26%. By contrast, a target value of 100 and predicted value of 110 constitutes an overprediction and delivers a sMAPE of 4.76%. There are modifications of the sMAPE that allow to measuring the direction of the bias, which provides additional information about the quality of the result.

In this work it is found that during backtests the models tend to have a positive bias. A solution for this is for example the pinball function, shown in Equation 7 [18]. It is an asymmetric function, that penalises actual values that are above and below a certain quantile \(\tau\) in different ways in order to counteract the bias.

\[
L_{\tau} = \begin{cases} 
(y_t - \hat{y}_t) \tau & \text{if } y_t \geq \hat{y}_t \\
(\hat{y}_t - y_t)(1 - \tau) & \text{if } \hat{y}_t > y_t
\end{cases} \quad (7)
\]

The \(\tau\) parameter can be adjusted, and it is advised to keep it low to avoid overforecasting. The basic pinball loss is an important loss function on its own; minimizing it produces quantile regression [18]. Setting \(\tau \in (0,0.5)\) tends to compensate overestimation bias, and setting \(\tau \in (0.5,1)\) tends to compensate under-estimation bias. In this work, an adaptation of the pinball function (pinball-sMAPE) shown in Equation 8 as a loss function within the N-BEATS is introduced. This is a novel solution for N-BEATS to alleviate the well-known bias problem. A convenient feature of NN-based systems is used: the simplicity of creating a loss function aligned with any business/scientific targets.

\[
P_{\tau} = \frac{100}{n} \sum_{t=1}^{n} \begin{cases} 
\frac{(y_t - \hat{y}_t)}{(y_t + \hat{y}_t)} \tau & \text{if } y_t \geq \hat{y}_t \\
\frac{(\hat{y}_t - y_t)}{(y_t + \hat{y}_t)}(1 - \tau) & \text{if } \hat{y}_t > y_t
\end{cases} \quad (8)
\]

In the case of the pinball-sMape the denominator becoming 0 could only occur if the actual and predicted values are both 0 at the same timestep, since only non-negative values are allowed. All \(y_t = 0\) rows are dropped in order to prevent division-by-zero errors. This approach does not have a noticeable effect on the model because there exist hardly any of such cases in the used datasets. This can be explained by the fact that the datasets show aggregated numbers from several wind farms across a country and an occurrence with no generation at all is rare. The majority of zero generation values can be traced back to missing or invalid measurement values.
4. Experiments and results

In this section, the proposed N-BEATS model for STWPF is applied to the real-world datasets described in Section 4.1. Additional models based on classical statistical methods and machine learning methods are implemented to compare them with N-BEATS in terms of accuracy. These models are briefly described in Section 4.2. The results regarding accuracy are shown in Section 4.3.

4.1. Dataset and Training

Real-world open-source² wind power datasets from 15 different European countries [40] are used and can be found attached in the Appendix. Each data set represents the aggregated wind power of a country that is used and processed by control area operators. Currently, time series are mainly processed hourly. However, the trend is moving to finer time intervals. Therefore, data sets with a 30-minute and 15-minute resolution have also been examined:

- 15min (01/01/2020 - 30/09/2020): AT, DE, NL
- 30min (01/01/2020 - 30/09/2020): CY (with gaps), GB, IE
- 60min (01/01/2019 - 30/09/2020): DK, ES, FI, FR, GR, IT, NO, PL, RO

The dataset of CY has some gaps in the history, and it is of interest to see how well the models can handle such cases.

The proposed method uses only windpower time series as input since it is a univariate time series forecasting architecture. The input is a time series of consecutive measured wind power values. N-BEATS does not process exogenous factors and influencing quantities such as wind speed. As a result, depending on the configuration, the predicted wind power for the next time step or a whole time series for the next time steps is obtained. In addition to this, further result components such as trend and seasonality are delivered.

Datasets are split into train, validation and test subsets. Table 1 shows the dates where these splits are located within the datasets for 15min, 30min and 60min time sets. In the first step the time series gets filtered to replace missing or NaN entries with 0. After splitting the datasets for each country a model is fitted with training and validated with validation data which leads to 15 different trained models. For performance evaluation the test sets are processed into multi-step time windows consisting of analysis and subsequent forecast time series (measured values). In general, the analysis window has multiple times the length of the forecast time series. The proposed approach delivers the forecast time series dependent on analysis time series. The predicted time series is followingly compared to the actual one to assess accuracy.

<table>
<thead>
<tr>
<th>time resolution</th>
<th>countries</th>
<th>set</th>
<th>begin</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 minute</td>
<td>AT, DE, NL</td>
<td>train</td>
<td>01/01/2020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>validation</td>
<td>30/06/2020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>test</td>
<td>15/08/2020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>train</td>
<td>01/01/2020</td>
</tr>
<tr>
<td>30 minute</td>
<td>CY (with gaps), GB, IE</td>
<td>validation</td>
<td>30/06/2020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>test</td>
<td>15/08/2020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>train</td>
<td>01/01/2019</td>
</tr>
<tr>
<td>60 minute</td>
<td>DK, ES, FI, FR, GR, IT, NO, PL, RO</td>
<td>validation</td>
<td>28/02/2020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>test</td>
<td>15/06/2020</td>
</tr>
</tbody>
</table>

Table 1: Split of datasets into training for fitting the model, validation for hyperparameter tuning and test to assess performance.

N-BEATS is implemented in Python³ with tensorflow [41] as well as in PyTorchForecasting [42]. The learning progress and results are visualised via TensorBoard [41]. Table 2 lists the configuration of the model.

---

²https://open-power-system-data.org/
³https://www.python.org/about/
<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>tensorflow</td>
<td>v2.6</td>
</tr>
<tr>
<td>PyTorchForecasting</td>
<td>v0.7</td>
</tr>
<tr>
<td>learning rate</td>
<td>optimised by PyTorch Lightning</td>
</tr>
<tr>
<td>max epochs</td>
<td>50</td>
</tr>
<tr>
<td>batch size</td>
<td>128</td>
</tr>
<tr>
<td>early stopping</td>
<td>true</td>
</tr>
<tr>
<td>reduce on plateau patience</td>
<td>1000</td>
</tr>
<tr>
<td>share stacks</td>
<td>true</td>
</tr>
<tr>
<td>stack types</td>
<td>trend + seasonality</td>
</tr>
<tr>
<td>weight decay</td>
<td>0.01</td>
</tr>
<tr>
<td>max. lookback horizon</td>
<td>variable - 24 time steps (6h-48h)</td>
</tr>
<tr>
<td>forecast horizon</td>
<td>variable - 4 time steps (15minute-12h)</td>
</tr>
<tr>
<td>shuffling of samples</td>
<td>true</td>
</tr>
<tr>
<td>hidden dense layers</td>
<td>512</td>
</tr>
<tr>
<td>layers in residual block</td>
<td>4</td>
</tr>
<tr>
<td>loss function</td>
<td>pinball sMAPE</td>
</tr>
</tbody>
</table>

Table 2: Overview of the parameters for the N-BEATS approach.

4.2. Models

The models that are used for comparison are outlined below.

- **ARIMA** – Autoregressive Integrated Moving Average ARIMA\((p, d, q)(P, D, Q)_m\) model implemented via statsmodels.tsa.arima.model.ARIMA from statsmodel in Python. A seasonal ARIMA model is used where \(m\) refers to the number of periods in each season and \(P,D,Q\) refer to the autoregressive, differencing, and moving average terms for the seasonal part of the ARIMA model.

- **MLP** - multilayer perceptron, which is a feed forward NN with a single hidden layer. In general, this is the most commonly used NN with an activation function. MLP utilises a supervised learning technique called backpropagation for training. For activation, the commonly used sigmoidal function is employed. The implementation is chosen through tensorflow in Python [43].

- **LSTM** - a long-short-term memory, which can be classified as an RNN in the DL sector, implemented via tensorflow in Python. In contrast to standard MLP architecture, the LSTM has feedback connections for enhancement and avoids the vanishing of the gradient. The cell has the ability to forget part of its previously stored memory and replace it with part of the new information. In general, an LSTM consists of a cell, input gate, output gate and forget gate. The cell remembers information and all the other gates control the flow of information into and out of the cell. LSTM became very popular for time series forecasting due to its robust results. It is widely used and researched for VSTWPF.

- **WT-LSTM** - wavelet transformation with LSTM as hybrid model implemented via pywt and tensorflow in Python. This hybrid approach delivers significantly more accurate results compared to conventional models. In addition, the M4 competition stated that hybrid approaches will be more frequently used in the future due to their great potential. A prime example thereof is the WT-LSTM, where the Wavelet transformation is used to examine the stochastic nature of wind power. This leads to a decomposition where breakpoints and discontinuities are provided by the WT. Additional techniques, such as feature selection are used to further improve the accuracy [20].

- **LSTM-MSNet** - LSTM with classical decomposition and multiple seasonal patterns (MSNet) implemented via tensorflow in Python [44]. Its superiority lies in the fact that it is a globally trained LSTM, which means
that a single prediction model is built across all the available time series to retrieve the so-called cross series knowledge of related time series. This can be further improved by including multi-seasonal decomposition.

- ES-RNN - exponential smoothing with an RNN, which is a multivariate hybrid DL algorithm is implemented via tensorflow in Python [18]. The ES decomposes the time series into level, trend and seasonality components. The RNN is trained with all series, has shared parameters and is used to learn common local trends among the series while the ES parameters are specific to each time series. The models are combined by including the output of the RNN as the local trend component in the ES model.

4.3. Results

Samples of forecasts with different forecast horizons are shown in Figure 4. Table 3 provides an overview of the forecasting metrics for Germany. The mean absolute percentage error (MAPE), symmetric mean absolute percentage error (sMAPE), mean percentage error (MPE), R2 score and mean average absolute error (MAE) are used as metrics.

![Figure 4: Top left figure shows a sample of a 15 minutes ahead forecast (Dataset with 15 minutes time resolution). Bottom left figure shows a sample of a 1 hour ahead forecast (Dataset with 15 minutes time resolution). Top right figure shows a sample of a 1 hour ahead forecast (Dataset with 1 hour time resolution). Bottom right figure shows a sample of a 4 hour ahead forecast (Dataset with 1 hour time resolution).](image-url)
<table>
<thead>
<tr>
<th>model</th>
<th>MAPE in %</th>
<th>sMAPE in %</th>
<th>MPE in %</th>
<th>R² score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA</td>
<td>7.83</td>
<td>5.25</td>
<td>-2.22</td>
<td>0.965</td>
</tr>
<tr>
<td>MLP</td>
<td>15.32</td>
<td>9.37</td>
<td>-2.87</td>
<td>0.934</td>
</tr>
<tr>
<td>LSTM</td>
<td>12.11</td>
<td>7.21</td>
<td>-3.66</td>
<td>0.957</td>
</tr>
<tr>
<td>WT-LSTM</td>
<td>4.71</td>
<td>4.12</td>
<td>-1.26</td>
<td>0.982</td>
</tr>
<tr>
<td>LSTM-MSNet</td>
<td>4.22</td>
<td>3.89</td>
<td>-1.09</td>
<td>0.986</td>
</tr>
<tr>
<td>ES-RNN</td>
<td>4.04</td>
<td>3.67</td>
<td>-0.99</td>
<td>0.991</td>
</tr>
<tr>
<td>N-BEATS</td>
<td><strong>3.98</strong></td>
<td><strong>3.34</strong></td>
<td><strong>-0.56</strong></td>
<td><strong>0.998</strong></td>
</tr>
</tbody>
</table>

Table 3: Overview of the forecasting metrics for German dataset with a forecast horizon of 15 minutes. The N-BEATS results are highlighted.

The MPE is a metric to evaluate over- and underprediction while the MAPE is a metric for overall accuracy. A positive bias means underprediction and vice versa. The most remarkable result to emerge from the data is that N-BEATS outperforms all other used models in terms of accuracy with a MAPE of 3.98%. Generally, a MAPE below 4% is considered as major improvement. The hybrid model approaches deliver similar accuracy with ES-RNN as the second most accurate model with a MAPE of 4.04%. N-BEATS also delivers the lowest bias with an MPE of -0.56. In Section 4.4.1 other loss functions for N-BEATS are examined and it is shown that the pinball sMAPE as the selected loss function overall improves the approach. It has been observed that a $\tau$ of 0.375 delivers the most accurate results across all datasets.

Figure 5 displays the MAPE for each country. The table shows that N-BEATS delivers stable and accurate results for most countries and that it is most accurate approach for 10 out of 15 countries. Despite CY having some gaps in its history, there is no significant impact on the forecast accuracy since the error metrics are in the same range as for the other countries.

The forecast error varies throughout the year and hour of day as shown in Figure 6. During spring and autumn the forecast inaccuracy peaks. This is because the wind often fluctuates the most during these periods. The fact that the wind is most discontinuous during these seasons obviously makes forecasting more difficult. This behavior is highly
dependent on location. Similar behavior is observed by examining the dependence of the forecast error on time of day. Generally, stronger winds do not occur until the afternoon, after the sun has warmed the ground and warmer air masses rise. This results in more turbulence, which increases the difficulty of forecasting. Overall the approach delivers robust results with minor variation since the error fluctuations are within the range of approximately 1% MAPE.

Figure 6: Forecasting error in relation to time of the year (month) and time of day (hour).

4.4. Sensitivity analysis

This section examines the impact of varying some model parameters, such as different loss functions and time resolutions of datasets on the result in terms of accuracy.

4.4.1. Different Loss Functions

Different loss functions also provide different results in terms of accuracy. Table 4 shows the MAPE for the N-BEATS model for different loss functions. The result shows that the pinball sMAPE function significantly improves the accuracy.

<table>
<thead>
<tr>
<th>loss function</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>7.72</td>
</tr>
<tr>
<td>MAPE</td>
<td>9.18</td>
</tr>
<tr>
<td>RMSE</td>
<td>12.25</td>
</tr>
<tr>
<td>sMAPE</td>
<td>8.78</td>
</tr>
<tr>
<td>pinball sMAPE, ( \tau = 0.25 )</td>
<td>9.62</td>
</tr>
<tr>
<td><strong>pinball sMAPE, ( \tau = 0.375 )</strong></td>
<td><strong>3.98</strong></td>
</tr>
<tr>
<td>pinball sMAPE, ( \tau = 0.5 )</td>
<td>8.78</td>
</tr>
</tbody>
</table>

Table 4: Sensitivity analysis of the loss function for N-BEATS. The analysis is carried out with the Germany dataset and a forecast horizon of 15 minutes.

4.4.2. Time Resolution

In general, historical time series occur in different resolutions. Often, an intermediate step exists to interpolate the time series to the desired resolution. The most commonly used time resolutions are 15 minutes, 30 minutes and 60 minutes. Table 5 summarises the errors at different time resolutions and forecast horizons.

Figure 7 reports the coefficient of determination for Germany for each approach. It was noted that some approaches (ARIMA, MLP) tend to overpredict more than others (LSTM, WT-LSTM, LSTM-MSNet). The developed architecture, however, is in most cases only accompanied by a relatively small overprediction, which depends on the
Table 5: Sensitivity analysis of the time resolution for N-BEATS. The forecast horizon varies from 15 minutes to 12 hours. For the time resolutions of 15 and 30 minutes, only the corresponding data sets were examined. For the others, all data sets were examined and the result values are calculated by averaging them. Results are displayed in MAPE percentages.

<table>
<thead>
<tr>
<th>resolution</th>
<th>15min</th>
<th>30min</th>
<th>1h</th>
<th>2h</th>
<th>4h</th>
<th>6h</th>
<th>8h</th>
<th>10h</th>
<th>12h</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 min</td>
<td>3.78</td>
<td>5.99</td>
<td>7.98</td>
<td>13.89</td>
<td>17.23</td>
<td>22.51</td>
<td>27.47</td>
<td>32.88</td>
<td>36.33</td>
</tr>
<tr>
<td>30 min</td>
<td>-</td>
<td>4.04</td>
<td>6.48</td>
<td>11.72</td>
<td>14.37</td>
<td>19.94</td>
<td>26.92</td>
<td>31.11</td>
<td>34.11</td>
</tr>
<tr>
<td>60 min</td>
<td>-</td>
<td>-</td>
<td>4.12</td>
<td>9.27</td>
<td>12.76</td>
<td>18.34</td>
<td>24.83</td>
<td>30.72</td>
<td>33.88</td>
</tr>
</tbody>
</table>

Figure 7: Scatter plot of forecasted vs observed wind power for all implemented models. Left figure displays the coefficient of determination for forecast horizon of 15 minutes for Germany. Right figure displays the coefficient of determination for forecast horizon of 1 hours for Germany.

Figure 8 shows the forecast error distributions of all results by varying the forecast horizon from 15 minutes up to 12 hours ahead. The analysis horizon is set as a multiple of the forecast horizon. Several tests have shown that an analysis period of 4 to 6 times the forecast horizon delivers the best results. After comparing the results with similar publications in this field, it can be concluded that the accuracy of the results of the proposed architecture is exceptionally good for very short-term results, in the range of 4 hours or shorter [1]. Moreover, it was observed that the error varies greatly for longer forecast horizons and is highly dependent on the dataset.

5. Discussion and synthesis of results

The evidence in this work demonstrates that N-BEATS is a new, valuable and pure DL approach for STWPF. It can compete and outperform statistical and classical ML as well as hybrid models. This work tailors the N-BEATS approach by customising a pinball loss function which is a cutting-edge solution to the forecast bias.

Considerable progress has been made with regard to interpretability. One of the most common criticisms of deep learning methods for time series is that they are a black box and the inner processes are not intuitively interpretable. Thus, it is not possible to understand how the result is obtained, in contrast to classical models such as ARIMA, the N-BEATS forecast is decomposed into distinct, human-interpretable outputs. These outputs can be used by utilities...
Figure 8: The MAPEs for all countries are depicted as distribution for the corresponding forecasting horizon to be predicted as well as the median and extremas for the 15-minutes, 30-minutes and hourly sample rates.

Figure 9: Constraining N-BEATS by adapting $g(\theta)$ to a monotonic and cyclical graph produces an interpretable output. The resulting components, i.e., trend and seasonality, are extracted and may be considered in further processes. A sample output for Austria and a forecast window of 24 time steps which is equivalent to 6 hours is shown.

or system operators to facilitate their decision making, as highlighted in Figure 9. Therefore, any developed model that is interpretable, or at least being interpretable, is beneficial.

Regarding meta-learning, the learning process can be decomposed into an inner and outer training loop [45]. The inner training loop focuses on task-specific knowledge while the outer loop focuses on across-task knowledge. This can be analogised to N-BEATS, where $\Theta$ is learnt inside the blocks and makes use of the parameters that are learnt from the outer loop, where gradient descent trains the weight matrices that $\Theta$ depends on. As the input passes through the blocks, $\Theta$ is slowly updated, and as the backcast is residually stacked with the input, it conditions the learning of $\Theta$ as the data feeds through the blocks.

Taken together, these findings confirm that a pure DNN model can deliver competitive forecast results, in contrast to the conclusion of the M4 competition. Moreover, during the implementation of the other models it was found that N-BEATS needs less time to be implemented. It does not require any decomposition and hardly any data pre-processing which is an essential and time-consuming part of the modeling process. Many ML or statistical approaches require additional preliminary steps, such as deseasonalisation or differencing, since they do not deal with non-stationary
or non-linear relationships between input and output. In fact, working with raw historic data and using built-in
mechanisms, such as residual links, backcast, and the aggregation of partial forecasts, leads to accurate and reliable
forecasts.

6. Conclusions

This work has revealed a new, empirically validated methodology for STWPF. It shows that it is possible to build
a pure deep-learning model for time series predictions that takes long-term trends and seasonality into consideration
and surpasses the accuracy of existing models that combine ML and statistical approaches when applied to the same
datasets.

Although it seems tempting to apply the approach to other areas, the findings might not be transferable since
energy related problems often require domain knowledge, which ML has no ability to tackle. Nevertheless, this
approach, which is particularly suitable for STWPF specifically, can be a powerful addition to the repertoire of every
forecaster. Results so far have been very promising, and the approach could eventually be implemented in real-world
forecasting applications in order to assist decision makers.

In further research, it is planned to examine how N-BEATS competes with other recently developed approaches,
e.g., successful attention-based models such as BERT and transfer-learning or continual-learning models. Future
work will concentrate on the systematic meta-learning understanding of how N-BEATS delivers its accurate results
as a function of data and configuration. Beyond these developments, new NN approaches will be developed in other
contexts and will help to improve STWPF overall. In addition, this method will be applied in other energy-related
areas, such as renewables and load forecasting.
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Figure 10: Aggregated wind power production in GW for AT, DE, NL in 15-minute time resolution between 01/01/2020 and 30/09/2020.

Figure 11: Aggregated wind power production in GW for CY, GB, IE in 30-minute time resolution between 01/01/2020 and 30/09/2020. Cyprus has some gaps in its history.
Figure 12: Aggregated wind power production in GW for DK, ES, FI, FR, GR, IT, NO, PL, RO in hourly time resolution between 01/01/2019 and 30/09/2020.